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Abstract

This thesis investigates the possibility of actively controlling a plate, mounted to

a rigid foundation with springs. A multichannel adaptive control system, based on the

least-mean-squares (LMS) algorithm, has been developed and applied to the transmission

paths of this mechanical plate system. Experimental results are presented for the case of

single and multiple frequency excitation. Feedback compensation is developed to remove

any feedback in the control system, and thus avoid any instabilities caused by such

feedback. The effect of this control on vibrating modal patterns is presented and thus

gives insight to global as well as to localized effects of active control. It is shown that

this multichannel adaptive control system presents an excellent means of controlling low

frequency vibration transmission where passive techniques fail.

The issue of stability of a coupled system, such as a plate, is addressed and a

solution is presented. In addition, stability and convergence properties of multiadaptive

processes are presented. The result is that convergence parameters of each separate

adaptive process have to be carefully selected, with respect to other convergence

parameters, in order to avoid system instabilities.
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Chapter 1

INTRODUCTION

Active vibration control is an excellent example of modem research and

development applied to a problem that is common to many structures. Vibrations can be

undesirable in many situations, and are sometimes not easy to control. Vibration sources

usually contact a structure in more than one location, and can cause complex vibration

patterns. Through an interdisciplinary approach, which ties together many areas of

research in science and engineering, this thesis presents a solution to a class of realistic

vibration problems.

1.1 Early History

The concepts used for this adaptive control project are based on ideas and

advancements made as far back as 1933. At that time, Lueg filed a patent for his

"Process of Silencing Sound Oscillations" [ 1,2]. His invention was to lay the groundwork

for this, as well as other active control projects.
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Lueg's invention was intended to cancel propagating sound waves in a duct by

destructive interference. The sound waves were sensed by a microphone, passed through

an amplifier with an adjustable gain, and added back into the duct through a loudspeaker

which could be moved in order to adjust phase relationships. The amplifier and speaker

were then adjusted until the loudspeaker output was 180 degrees out of phase with the

sound wave in the duct. This was a considerable advancement for the technology

available at that time, but was limited in many ways. The phase had to be readjusted for

different frequencies of interest, and the output of his system was limited due to feedback

oscillations. This made the system very difficult to control, as well as impractical to

implement. Twenty years later, while working at RCA electronics, Olson expanded on

Lueg's work [3,4] by placing the controlling loudspeaker in a box filled with acoustic

absorbing material, creating a monopole source. By placing his sensing microphone in

the nearfield of the controlling loudspeaker, and using a feedback control system, he was

able to produce a "zone of silence." This system also suffered practical limitations,

however, due to its localized effective range and instabilities associated with feedback

control.

Both Lueg's and Olson's efforts were valuable as they showed the feasibility of

reducing energy in the field by means of a secondary source. The major limitations that

they experienced were simply technology and controllability. Some sort of system needed

to be developed in which system stability was constantly maintained, and system

performance was constantly maximized.
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1.2 Modern Advancements

The early 1970s showed improvements on Lueg's work by the use of multiple

speaker arrangements to produce sound propagation in the forward direction to cancel the

unwanted noise, while producing no backward propagating sound waves [5,6,7,8]. In the

late 1970s active control was interfaced with signal processing to improve system

stability. Chaplin and Smith [9] used the impulse response of their control system and

convolved it with the controller's input signal, obtaining a better control signal for driving

the loudspeaker. This system was used to reduce exhaust noise produced by diesel

engines and produced more desirable results than were previously obtainable.

With advancements being made in digital computers, a new door was being

opened to the field of active control. Adaptive filtering, prediction and control techniques

were being developed and successfully applied [10]. With the use of faster computers,

the performance of these algorithms was extensively studied for discrete-time systems.

The application of this adaptive theory to active control provided solutions for problems

such as system identification, and optimal performance of the controller. Due to time

varying system parameters, however, careful attention to system stability had to be

maintained. The mathematics that these adaptive algorithms were based on was

computationally complex, requiring large amounts of computer time. In order for real-

time adaptive algorithms to be applied to acoustic problems, it was desirable to shorten

the required computational time.

The earliest suitable application of adaptive noise cancellation was achieved by
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Widrow, et al. [11,12]. His system was computationally simple and produced excellent

results in attenuating unwanted noise in electrical signals. Widrow used a steepest

descent type method of adaptation called the Least-Mean-Squares (LMS) algorithm to

identify the optimal control filter for separating interfering signals from wideband

information signals. This technique was applied to many different applications including

beam-forming of antenna arrays, electrical interference cancellation of electrocardiograms,

echo cancellation of telephone lines, and other applications where unwanted signals

needed to be separated from desired information, thus producing better signal to noise

ratios. This gradient-based LMS algorithm has been used extensively in real-time

adaptive control of acoustic fields, due to its simplicity. This algorithm constantly adapts

its control filter transfer function until the corresponding error signal is minimized. Its

application to a number of active control problems is fairly straightforward since this error

signal can be measured at a point were maximum attenuation is desired. The rate at

which this error signal is minimized depends on a number of parameters, including the

nature of the algorithm itself.

As development of electronic controlling methods grew in the early 1980s, so did

research in the area of geometric configurations for active control, and the interface

between the controller and the physical system. Warnaka et al. [13,14,15,16] investigated

the acoustic mixing of active attenuators with propagating waves in ducts. Their methods

used an acoustic waveguide to connect the controlling loudspeaker to the noise field, for

frequencies below the cross-modes of the ducts. They showed that limitations of the

controlling loudspeaker, ie. temperature, its physical size, etc., could be isolated from the



5

noise field. Further research by Warnaka et al. investigated the limitations of electronic

controllers and how to minimize them by the use of what they referred to as "time-

sharing" of cascaded stages of the controller. Their system provided excellent results for

the cases of broadband signals, transient responses, and reduction in interior spaces.

Nelson et al. [17,18] investigated the use of multiple controlling sources in

achieving total reduction by the means of active control. Their research looked into

optimal location of such loudspeaker arrangements for different geometrical

configurations. The results of this research proved that global reduction could be

achieved if the controlling sources where located within a half wavelength of the -noise

source, for the corresponding frequencies of interest. Although it is desirable to cancel

noise at the source, it is sometimes impractical to implement. Their efforts also looked

into theoretically establishing what the absolute capability would be for reducing sound

levels by active means.

Application of active control has proven successful in canceling sound waves in

ducts and enclosures. It has also been proven effective in the field of active vibration

control [19-31]. Both of these areas deal with high speed signal processing, particularly

in the case of vibrations. Propagation times through solids are generally very short,

requiring rapid determination of control signals. In fact, due to the dispersive medium,

there is usually a cut-off frequency at which the time required to calculate and actuate the

control signal surpasses the time for the excitation signal to propagate through the

structure. For such applications, technology is once again a limiting factor.

Recently [32], Sommerfeldt investigated the ability to actively control a two-stage
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vibration isolation mount so as to reduce transmitted vibrations to the foundation at the

single mounting point. This research led to the development of an actual mechanical

system and an adaptive algorithm to achieve such control. This algorithm was

generalized to be applicable for the case of multichannel control and led directly to the

development of this thesis.

1.3 Description of the Problem

This thesis describes a real-time adaptive control scheme which has been

developed for active vibration control of a plate. The problem was directed at

investigating a realistic mounting situation in which multichannel adaptive control is

desired to attenuate vibrations of a distributed system, i.e. a plate. Most mounting

systems include multiple points of contact between the source and foundation. If

vibration control is applied to these mounting points, force transmission to the foundation

is minimized, assuming a rigid foundation and assuming the mounts behave as lumped

elements.

The mechanical system for this study is a rectangular metal plate mounted on a

rigid foundation, with springs located near each of its four comers. Mechanical input to

the system is provided by inertial forces, meaning the shaking mechanisms do not contact

the foundation in any way, so as not to transmit any further vibrations to the foundation.

The controlling actuators are located as near to the corners as practical. By locating the

actuators at the corners, control limitations which occur if the actuators are located at
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nodal points of the corresponding modes, are minimized. The plate is then excited to

several of its bending modes, and attenuation at the mounting points is attempted through

adaptive control. This plate is intended to be representative of a structure such as an

electric motor, internal-combustion engine, or any other vibration source that is attached

in some way to a foundation. This thesis demonstrates improvements in the performance

of already existing mounting techniques for such systems, and offers solutions to low

frequency problems associated with them.

1.4 Overview of the Thesis

Chapter 2 presents an analysis of the control system. The plate alone with its

boundary conditions represents a complex vibration problem, and is not solved by

classical means. Instead the vibration patterns and their corresponding frequencies are

predicted by methods compiled by Leissa [33]. Mass loading effects due to the control

shakers are analyzed in this section, and predicted effectiveness of the controller is

investigated. Chapter 3 examines the development of the algorithm used by the controller

to achieve adaptive control. System stability requirements are discussed in this chapter

and effects of system parameters on the convergence rates are predicted. Chapter 4

briefly discusses the actual experimental apparatus used to achieve measurable results.

Chapter 5 is the concentration of this thesis, as it contains actual results of the

experiments. This chapter shows the differences between 1, 2, and 4 channel control

effectiveness and their corresponding convergence properties. It shows how feedback
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compensation affects the performance of the controller. Finally, this chapter shows

measured plots of the modal patterns associated with the vibrating plate, both with control

on and off. Chapter 6 contains concluding remarks on the limitations and applications

of the active vibration control system. This last chapter also includes recommendations

for future research towards the advancement of active vibration control.



Chapter 2

VIBRATION ANALYSIS OF

THE PLATE SYSTEM

Before any control is introduced to this problem, attention should be given to the

vibrations that the system, consisting of the plate, mounts, and control actuators, will be

experiencing. This experimental model of a plate mounted to a foundation with multiple

springs, and controlled at the comers by inertial forces, represents a resilient mounting

system. Such a system will resonate at the frequencies corresponding to the lumped-

mass-spring system resonance, the bending resonance frequencies of the plate, and the

resonance of the controlling shakers. The lumped-mass-spring and shaker resonances are

straightforward to predict; however, the resonance frequencies of the plate, and the modal

patterns associated with them, are complicated to analyze, and beyond the intent of this

thesis. It is, however, important to estimate these vibration patterns in order to predict

the effectiveness of the controller when applied to the plate. Variables such as nodal line

location, modal density, and modal overlap all play important roles in determining the

response of the mechanical system to control.



10

2.1 Difficulties of a Free Plate

The springs used in this mounting apparatus are rather compliant, and the first

plate used is rather massive; therefore, this plate can be approximated as having

completely free boundary conditions. Effects of the controlling shakers will be

temporarily neglected for ease of analysis. The general solution of a rectangular plate

[34], with dimensions a and b and thickness h, can be written as

W(xy) = Asinax sinyy + A2snax cosyy
+ A3=osax sinyy + A/cosax cosyy (2.1)
+ Asnhajc sinhy,,y + Asinhc a coshy(.
+ A7coshaj sinhy + Ajcoshajc coshry,

where

f2 + y2= 2 2 p

2

DE

D EhV
12(1-v 2)

O<x<a

O<y<b.

In the above equation, co represents the frequency in radians, p is the density per unit

area, v is Poisson's ratio, and E is the Young's modulus of the material. Due to the fact

that the above equation is complex, a and a correspond to the complex wave number in

the x-direction, and y and y, correspond to the complex wave number in the y-direction.
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To determine the constants A5, a,. and ,, one must substitute in the boundary conditions

associated with the appropriate system. If two opposite edges of a rectangular plate are

simply supported, the solution W(xy) can be separated into two functions X(x) and Y(y).

If two opposite edges are not simply supported, the solution can not be separated, and it

is not possible to calculate modal patterns of the plate using analytical methods. In the

case of a completely free plate, the solution is not separable, and thus classical analytical

methods are not feasible.

This problem, as well as other inseparable solution problems have been studied

by various people. Leissa [33] compiled a number of these studies into one paper and

changed their notations accordingly, so as to have one paper with identical notation and

explanations for many different boundary conditions and geometrical configurations.

From Leissa's work, it is possible to predict modal patterns and their corresponding

frequencies, by knowing the material of the plate, its dimensions, and the appropriate

boundary conditions. Although there is some small amount of error associated with

Leissa's tables, they are accurate enough to approximate the resonance frequencies of the

plate and the corresponding modes of the plate.

Leissa's results were used to estimate the resonance frequencies of two different

plates used in this thesis. The first plate consisted of a one-half inch thick aluminum

plate, while the second plate was a steel plate with a thickness of one sixteenth of an

inch. The aluminum plate was used to represent a relatively rigid structure, with only a

few bending modes in the frequency range of interest. The steel plate was designed to

have a higher modal density and could thus be used to examine the ability of the
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controller to attenuate several modes at the same time. The predicted resonance

frequencies and measured resonance frequencies of both the aluminum and steel plates

are given in Table 2.1 and Table 2.2, respectively. The parameters used [35] to calculate

these values, assuming completely free boundary conditions for a rectangular plate, are

also given. It should be noted that the measured values in Table 2.1 were measured with

the shakers attached to the thick aluminum plate. This is not the case for Table 2.2,

where the shakers were removed for the measured values. Also noted is the fact that the

2,3 mode of the aluminum plate was above the frequency range of the controller and

therefore not measured within the bandwidth of the spectrum analyzer.

2.2 Modal Analysis

In investigating the modes of the system, it should be noted that only odd (or

even, depending on notation) modes are strongly excited in the apparatus used. Due to

the size of the excitation shaker (representing the vibration source) and space limitations

imposed by the foundation, the only reasonable attachment location in the y direction (the

shorter dimension) was at the center of this dimension. For purposes of symmetry, the

shaker was also located in the center of the x dimension (the longer dimension), and thus

located at the center of the plate. Modes with nodal lines through the center of the plate

are therefore difficult to excite. Taking this into consideration, one would expect

excitation of the uncontrolled plate to produce vibration patterns associated with a

completely free plate, that is, antinodes near the edges where the mounting springs are
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Table 2.1: Resonances of Aluminum Plate

Mode Predicted Measured Predicted Measured

Frequency Frequency Error Error

2,2 169.9 Hz 120.0 Hz 5.81% 29.3%

3,1 182.3 Hz 170.0 Hz 3.56% 6.75%

3,2 393.8 Hz 310.0 Hz 4.37% 21.3%

1,3 424.5 Hz 380.0 Hz 0.09% 10.5%

4,1 491.2 Hz 475.0 Hz 5.96% 3.3%

2,3 569.7 Hz -1.67%

E=7.1xl' 0 Pa p,= 2700 Kg/m3  v=0.3

h=0.0127 m a=0.6096 m b=0.4064 m
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Table 2.2: Resonances of Steel Plate

Mode Predicted Measured Predicted Measured

Frequency Frequency Error Error

2,2 20.8 Hz 20.0 Hz 5.81% 4.00%

3,1 22.4 Hz 24.0 Hz 3.56% 7.14%

3,2 48.3 Hz 47.5 Hz 4.37% 1.66%

1,3 52.1 Hz 57.0 Hz 0.09% 9.40%

4,1 60.3 Hz 60.5 Hz 5.96% 0.33%

2,3 69.9 Hz 72.5 Hz -1.67% 3.72%

E=19.5xlO ° Pa p,=7 7 0 0 Kg/ni 3  v--0.3

h=1.59x10"3 m a=0.6096 m b=0.4064 m
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located. This provides large amplitude vibrations that would be transmitted to the

foundation if uncontrolled. As the excitation frequencies get higher, and the mode shapes

more complex, phase differences between each of the comers exist. This can also cause

complex coupling problems from comer to comer, that must also be accounted for when

control is applied. Thus it is felt that this apparatus provides an excellent experimental

model to study the effects and performance of active control.

The effect of the controlling actuators on the mechanical system can be viewed

as a change in the boundary conditions. If vibrations are minimized at the error sensors

of the controlling system, the boundary conditions approach that of a plate with zero

displacement at the points where the error sensors are located. Thus distinct cbanges in

modal patterns might be expected with control on versus control off.

2.3 Predicted Effects of Control

Due to the imposing of point constraints at the locations of th error sensors,

control should basically result in nodal lines passing through the error sensors. This could

result either by shifting the nodal lines of the original mode, or by driving the plate into

a different mode. This makes for rather complicated changes of modal patterns to analyze

by classic analytical methods of vibration study.

Although an analytical study of the system is formidable, certain effects can be

predicted for the experimental investigation. The location of the controlling actuators and

error sensors, with respect to nodal locations of the uncontrolled plate, will play an
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important role in the effectiveness of the control system. If the actuators are located near

nodal lines, for instance, their ability to absorb energy (i.e. match the vibrations 180

degrees out of phase) is greatly reduced, since the vibration amplitude experienced at

those points is minimal to begin with. Therefore, modes with nodal lines at the control

points, can not be easily controlled. The result in such a case may be an unchanged

modal pattern, with slight localized reduction at the controlling points.

The predicted effectiveness is improved when the control actuators are located

closer to displacement antinodes. In this case, it is predicted that the modal pattern will

be altered so as to provide nodal lines at the error sensor locations. The ability to provide

a reduction in vibrations at such frequencies is therefore predicted to be promising. For

these conditions, the controlling mechanisms are more efficient and can provide more

dynamic range before their linear operating range is exceeded. This is an important

consideration, as the controlling shakers must operate linearly in order to ensure that the

system remains stable.

For the case of multichannel control, coupling between the control sources can be

expected. This means that control applied at one location on the plate will also have an

effect at other locations on the plate. In the case of control, loca!zed reduction at one

comer may cause an increase in vibrations at another comer. If multichannel control is

to take place, these coupling effects must be accounted for. However, if properly

compensated for, the multichannel control system should produce better results than

single-channel control, as it allows the controller to couple into more modes of the plate.

The most obvious benefit of such a control scheme is that the combined masses of the



17

controlling shakers provide better low frequency response for the control system.

However, at higher frequencies, where less mass is required for the control actuators, their

independent phase relationships allow them to absorb more energy at their corresponding

contact points. The possibilities of multichannel control also include a less localized

reduction, and possibly, a more global reduction of the plate's vibrations.



Chapter 3

THE CONTROL ALGORITHM

Due to the fact that this thesis investigates the use of an adaptive system to control

vibration fields, stability of the adaptive system must be established. The active sources

provide disturbances which are fed back through the physical system to the controller-

input sensor. To guarantee stability, this feedback must be compensated for, while

attempting to maximize the performance of the controller. An adaptive controller is an

appealing solution, as it can compensate for changing system parameters, input signal

changes, feedback, system resonances, and other problems associated with active control.

In recent years, much research in the field of adaptive control has taken place, as

outlined in chapter 1. As computer technology has grown, so has the processing speed

of computers. This has made it possible to study different adaptive schemes and note

their good and bad qualities through system simulations. Although many different

algorithms have been presented, the first real application towards electronic noise control

was carried out by Widrow et al. [11]. Widrow developed the LMS (Least Mean

Squares) algorithm, with his main emphasis being computational simplicity. Since noise

and vibration control requires real-time control, it is desirable to keep the mathematics

of the controlling scheme simple. In real-time control, a signal is sampled and an output
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or driving signal to the controlling mechanism must be calculated during that sample

period. This sampling happens at high speed during which the calculations of the

algorithm must also take place. In the case of this thesis, a minimum sampling rate of

1 kHz is chosen. It is for this reason that the LMS algorithm has been chosen for this

active control topic.

3.1 The Finite Impulse Response Filter

Before description of the adaptive algorithm is given, an explanation of the

filtering process is described. The Finite Impulse Response (FIR) filter is straightforward

to implement with the aid of a computer. An FIR filter can be implemented as a delay

line with numerical constants, known as filter coefficients, multiplying the appropriately

delayed data. By summing the outputs of these multiplications, certain filter

characteristics can be achieved. FIR filters are desirable in this experiment, as they have

no feedback associated with them, and are therefore always stable, if the input is stable.

Linear phase characteristics are achievable, and the frequency response of the filter can

be determined through the use of the Z-transform. If the coefficients of such a filter are

changed, the frequency response of that filter changes accordingly. Thus by properly

adjusting the filter coefficients, while the filter is operating, it can be thought of as

adapting to the situation. Proper adaptation of the coefficients for this thesis is controlled

by the LMS algorithm.
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3.2 The LMS Algorithm

The LMS algorithm is a steepest descent type algorithm which arrives at an

optimal solution by iteration, providing certain conditions are met. In this thesis, the

LMS algorithm's weighting coefficients are implemented as tap delay coefficients in a

FIR digital filter. When the output of this FIR filter, denoted as a(n), is added to the

desired (or undesired in the case of active cancellation) signal of the system, denoted as

d(n), there will be a prediction error, which depends upon how well the filter

approximates the system, given by

e(n) =d(n) .d(n). (3.1)

In this notation, n represents an incremental discrete time index, corresponding to the

sample period number. Since the output of the LMS filter is obtained from an FIR filter,

it can be written as

=X;) _ (n) WN(n) '  32

where XN, represented in vector notation by

T ~n)-[x(n) x(n-1)...x(n-N+ 1)], (3.3)

corresponds to values of the delayed input signal, and WN, represented in vector notation

by

W;(n)-[Wo(n) W,(n)...w,_,(n)], 34
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corresponds to the N weighting coefficients of the LMS filter. Thus, the LMS prediction

error can be expressed as

e(n) =d(n) X;(n) WN(n ) . (3)

This prediction error is used to adjust the weighting coefficients so as to minimize the

squared error signal.

The minimization process can be more easily understood if the Mean Squared

Error (MSE) is thought of as a N+I -dimensional surface, where N is the number of

weighting coefficients. In the case of an LMS algorithm with two weighting coefficients,

this mean squared error surface, can be thought of as a "bowl" (see Figure 3.1), where

the X- and Y-axes correspond to the two weighting coefficients, and the Z-axis

corresponds to the value of the mean squared error. The iterative procedure adjusts these

N weighting coefficients according to the negative gradient or "slope" of this error surface

to reach an optimal value W; located at "the bottom of the bowl." These weighting

coefficients are multiplied by corresponding values of the delayed input signal, as shown

in equation (3.2), arriving at a filter output signal described in section 3.1. The output

signal of the filter is then mixed into the error summation point where it is superimposed

upon the desired (or undesired) signal, resulting in destructive interference, and thus

cancellation of the desired signal.
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Figure 3.1: Mean Squared Error surface

The MSE is defined as the expectation, or ensemble average, of the squared error

and is represented by

C(n) =E (e2(n)J, (3.6)

whern E () denotes the expectation operator. In order to determine the form of a steepest

descent algorithm, the gradient of the MSE must be calculated.



23

Because a priori knowledge of the signal is rarely known, it is impractical to

calculate the expectation of the MSE during real-time operation. One solution to this

problem is to use the instantaneous value of the squared error as an estimate for the

expected value. This is the estimate that the LMS algorithm is based upon. If the

negative gradient of the instantaneous squared error is calculated, and the filter

coefficients are updated according to this negative gradient, the LMS algorithm update

equation for the weighting vector is obtained,

W n+ 1) = WN(n) -2pe(n)XN(n), (3.7)

where XN(n) represents the input signal to the filter.

The variable g± in equation (3.7) is a convergence parameter, selected to maintain

system stability. Within this stability region it is desirable to select g so that the

algorithm converges at a reasonable rate, with minimal misadjustment error [36] (defined

later). In order to determine the stability region for p, the input autocorrelation matrix

is defined as

R=E {XN(n) X;(n). (3.8)

Earlier work by Widrow et al. [11] has shown that the weighting coefficient vector will

converge to its optimal value W, generally called the Wiener solution [37], and remain

stable as long as the convergence parameter is greater than zero, but less than the

reciprocal value of the largest eignvalue of the autocorrelation matrix R:
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1
0 < <-. (3.9)

If the MSE versus the number of iterations is plotted, an exponentially decaying

learning curve which levels off at a minimum MSE value results, provided a stable value

for g. is chosen. Figure 3.2 shows the learning curve and was obtained using actual

values of the squared error signal for the case of a 1-channel control system. This control

system was actually the filtered-x algorithm (to be discussed later) and figure 3.2 is

plotted on a 3-to-1 average, for data reduction purposes. The time constant for this

convergence curve is inversely related to the value of g.

Since the LMS algorithm only approximates the true gradient of the MSE surface,

there is some noise associated with estimating the optimal weight vector, W;n). This

excess MSE is referred to as misadjustment noise, and is caused by the instantaneous

LMS weight "jitter" about their mean value. The actual value of this excess MSE has

been shown [36] to equal

N
2- (3.10)

Jul

where o2 is equal to the mean square power of the input signal. As seen, the power of

this misadjustment noise is related to both the value chosen for g and the input signal

data.
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Figure 3.2: MSE learning curve

It is for these reasons that g± must be selected camfully. The first consideration

is that a stable value must be chosen in order to guarantee convergence of the algorithm.

The next consideration is convergence speed versus misadjustment noise. This represents

two conflicting ideas, so that a trade-off between the two is involved in the selection of

the convergence parameter.

Another noise problem to address is additive noise, regardless of the excitation

source, and is referred to as plant noise. The plant noise is viewed as additive noise to

the input of the adaptive filter, uncorrelated with the desired signal. In a control

application, the error signal to the LMS algorithm is available after control has been
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applied to the system, and the response measured. Thus the plant, for an active vibration

control problem, can represent the transfer functions through signal conditioning hardware

and the mechanical system. The adaptive process will have no effect on this plant noise,

while converging to the Wiener solution. Thus, significant plant noise may result in

inadequate control.

Widrow and Steams developed the "filtered-x" algorithm [38] to compensate for

this additive noise. In the development of this algorithm they represented the plant as a

transfer function. In active control, this plant corresponds to the physical situation. This

method allows the adaptive filter to be placed forward of the plant in a cascade sequence,

as seen in Figure 3.3. In an active control problem, the adaptive filter is naturally

forward of the plant. In this way the input to the LMS update equation is no longer the

measured desired signal x(n), but a filtered version of it

K-I

r(n -E , hk(n)x(n -k-), (3.11)
k=O

where h(n) represents tap coefficients of a system identification filter with transfer

function characteristics of the signal conditioning hardware and the mechanical system.

In this way the plant noise is no longer an input to the adaptive filter. This can be

thought of as system identification and must be properly modeled to ensure optimal

performance, as well as stability, of the controller. An appealing solution to proper

modelling of the system is another adaptive process which can be updated iteratively. In

this way, time varying system parameters, such as phase speed through the mechanical
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system due to temperature fluctuations, may be accurately modelled and thus compensated

for.

3.3 The Projection Algorithm

One problem associated with actual implementation of adaptive processing in

acoustical control problems involves system identification. In developing the LMS

algorithm, it was assumed that the output of the controller was the same as the input to

the error summation point. This is not tr in active control situations and must be

compensated for to ensure system stability. In the case of multichannel control, each

individual control channel is coupled to all of the error sensors, and must be considered

to successfully maintain stability. The filtered-x algorithm can properly compensate for

problems with inherent transfer functions from the control filter to the error sensor,

providing proper modelling of the system transfer function occurs. It is for this reason

that an adaptive scheme known as the projection algorithm, or Normalized Least-Mean-

Squares (NLMS) algorithm [39], was used.

The transfer function from the controller's output to the error summation point

input can represent delay times and filtering characteristics associated with D/A

converters, filters, amplifiers, and propagation through the physical system. The actual

transfer function is represented in block diagram form as H (see Figure 3.4).

In the case of L error sensors, or channels, the output of the LMS filter, previously

denoted as 8(n) can now be written in vector form Y in order to represent past values of
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each channel's output,

Y(n) s= [ Y,(n) y,(n-1)."-yl(n-K+l):
y2(n) y2(n-1) ... y2(n-K+ 1): (3.12)
•..-ym(n) yM(n-l)...yMn-K+l)],

where M represents the number of control actuators or outputs of the system. Since H

represents a transfer function it will be modelled as another FIR filter of tap length M

times K. It will filter the output of the controlling LMS filter as was seen in Figure 3.4.

desired signal d(n) w hnd

+

]LMS Filter

Figure 3.4: Block diagram of system

T7hus the new approximation to the desired signal d(n), will have its corresponding
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error signal represented in multichannel notation, with subscript I notating the channel

number as follows:

e/n) = dn) +
M K-i N-i (3.13)
E E h,(n)E w,,(n -k)x(n -i -k),
n-1 k-0 14O

where,

/=1,2,...L.

In this case h1 represents the sy3tem identification coefficients and can also be

represented in vector form as

I T(n) - [h,1o(n )  hjjj(n) ... hl,(K-1(n):( .4
htzo(n ) h,(n) ... h,(,_2 (n). (.4
..•IOn uln .a(-)n ].

The desired signal, ddn), can be assumed to be correlated with delayed values of the input

signal. Therefore, the relationship between the input and desired signal can be modelled

with another FIR filter. HT(n) models the transfer function from the LMS filter output

signal to the corresponding lth error sensor. The input desired signal model is used to

cancel the effects of the system, as described in the filtered-x algorithm, at the input to

the Ith LMS update equation. Appending Hj(n) with the input desired signal model,

allows redefinition of the vectors in equations (3.12) and (3.14) in the following notation:
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eT(n) s [huo(n)'"h(-l) : (3.15)

0 T(n) e- [y 1(n) ... y,(n-K+ l): (3.16)

x(n) x(n-1)...x(n-K+ 1)].

This makes for an easy representation, previously defined for the single channel case in

equation (3.5), of the Ith error signal as follows:

e/n) = eT(n)0Cn). (3.17)

Thus it can be shown [39] that the coefficients of the projection algorithm can be updated

iteratively, in a simple calculation according to

in+1) = + (3.18)

b +. 07(n)*(a)L

where

b > 0 prevents division by 0

a = projection mu, 0 < a < 2 to ensure convergence

ET(n)4)(n) = measured lth error signal

WT(n)4)(n) = estimated ith error signal.

Since actual values, corresponding to delayed sequences of control and input

signals, are readily available, as are the values corresponding to actual error signals, the

projection algorithm is suitable for implementation in real time control.
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3.4 A Priori Feedback Compensation

Feedback must be compensated for in any active control system in order to

counteract any system resonances associated with the path from the controlling

mechanisms to the input sensor. In the case of multichannel active control, observability

of feedback through the system becomes increasingly difficult as the number of channels

grows, due to coupling effects of the system. When these multiple controlling

mechanisms are working in unison, it is difficult to determine which, if any, are working

in an unstable region. It is for this reason that feedback paths are calculated a priori in

this experiment.

The method is performed by running a signal, preferably white noise, into each

of the controlling mechanisms separately. At the same time, the sensor to be used as

input to the adaptive algorithm, is first used as the error sensor for a separate adaptive

filter. These separate filters, one for each feedback path, are allowed to adapt for a

reasonable length of time, with the only input to the mechanical system originating from

the corresponding control actuator. After adaptation, the adaptive filters are set as simple

FIR filters, with their transfer function characteristics matching those of their

corresponding feedback path. During real-time control, the output of these fixed FIR

filters will closely match the signal which is fed back through the system to the input

sensor. By subtracting the output of the FIR filters from the input sensor signal, the

feedback can be largely removed. A block diagram showing the setup procedure is
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shown in Figure 3.5 and a block diagram showing how each feedback compensator is

used, is shown in Figure 3.6.

Sout

Adaptive

Uncoup.l error
Filtersh

in th Control

Sourcee c enter

Accel.

///!///1of 4 Corners

I of Plate

Figure IS5: Block diagram for adapting uncoupling filter.

T7hese feedback compensation filters are implemented in hardware. The outputs

of each of these filters are summed, and the sum subtracted from the input signal to the

control algorithm, thus removing feedback from the input signal. In this way, feedback

compensation is carried out without excessive computer time being used. Such hardware

is currently available, and will be discussed in detail in section 4.2 of this thesis.
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Figure 3.6: Block diagram for using uncoupling filter.

3.5 Adaptive Mu Algorithm

Due to the multiple feedback paths of this system, instability may be approached

at a rapid rate. If a value of i nearing the stability point of the system is chosen, the

adaptive algorithm may not have a chance to recover. This is the case when trying to

maximize the convergence rate and must be accounted for when trying to achieve such

results. The value of g. corresponds to the rate of change at which the LMS filter's taps

are updated. If the system is approaching an unstable region, and the convergence

parameter is too high, the algorithm may overshoot this unstable region and will thus not
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recover from such an error. If however the value of g± is decreased when approaching an

instability, the taps of the LMS filter will be changed less rapidly, allowing the

controlling algorithm to recover and return to a more stable region of control. This is

what is referred to as the adaptive g, or Joint Complex Gradient Transversal Filter

algorithm [40].

It will later be seen that a reasonable value of gt may be calculated based upon the

input signal power at the time the algorithm is executed. This is a value corresponding

to the maximum stable i available. As long as the average input power does not change

and the value of g does not exceed this 1I., stability should be the result. However, as

mentioned before, the fine stability point may be exceeded when trying to maximize

convergence times. The value of I may therefore be updated iteratively, based upon a

moving average value of the input power. Since delayed values of input power are

readily available, implementation is possible in this algorithm without a great amount of

computational complexity. If R.(0) is to represent the input signal strength, an increase

in its value will cause a decrease in the value calculated for i (see equation (3.27)). If

this were not an adaptive process, the value chosen for R.(O) would be based upon the

input signal strength at the execution time of the algorithm and would therefore produce

a constant value somewhat less than p... This thesis, however, uses an adaptive process

and the value for i is calculated in real time based on the input signal strength according

to
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R255O) - x 2(n-) + x2(n), (3.19)
256 ~ 256

where the past 256 values of the input signal are known. In this way, if the input signal

at sample period n starts to increase in strength, indicating a possible system oscillation

due to feedback instability, the value of R.(O) also increases and therefore causes gx to

decrease. It should also be noted that in the same algorithm, g must not be allowed to

be larger then g.. in order to ensure that the stability region of the algorithm is not

exceeded.

3.6 Combined Stability of the Control Algorithm

The control algorithm is based upon the LMS algorithm, but is more complex.

To ensure system stability, and system identification, additional adaptive processes are

added. As the number of channels increases, so does the number of simultaneous

adaptive processes. Thus, stability of the control algorithm becomes a complicated issue

to address.

As mentioned in section 3.2 of this thesis, Widrow et al. showed that convergence

of the LMS algorithm is achieved if the convergence parameter is greater than zero, but

less than the reciprocal value of the largest eignvalue of the autocorrelation matrix R=.

Assuming that x(n) is a stationary process, the autocorrelation function of the input signal

is given as follows:
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R,,j -k) = E {x(n -i -j)x(n -i -k)}. (3.20)

Thus, the maximum value of RJt) occurs for RJO), which corresponds to the average

input signal power.

In the case of the filtered-x algorithm, the filtered version of the input signal is

defined by

K-I

r,,(n -i)=E h.(n)x(n -k-i), (3.21)

k-O

and represented in vector form as

r, (n) W[ru(n)...r (n -N+ 1) : r,2(n)...r2(n-N+l): (3.22)
.:.rm(n)...r(n -N+ )].

Using this in multichannel notation, let

R(n) E[rl(n) r2(n)...rL(n)] (3.23)

be the vector of the filtered output from all L sensors. Thus it can be shown [32] that

Anm trace [E {R(n)RTQO}j]

= trace [E r(n)rT(n) (3.24)

L LM N-I
= E E E (n-n

1.1 ml a/.l

Furthermore, using the definition of the filtered input signal, X may be defined by
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L M N-I K-1 1-1
, O I E E E .E _E h ,,,(n)hLWi(n)R.(O). (3.25)

1-1 m-1 n/RO kO J-0

Knowing the upper bound for hL(n), denoted as h,,, the value of the largest eignvalue

can therefore be derived as

ARM S h![L • M -N • K 2]R.(O). (3.26)

This leads to an expression for a stable value of the convergence parameter, based on L

error sensors, M control actuators, LMS filters of tap length N, and a projection algorithm

of tap length K. The resulting convergence criterion is given by

2
0 < P < 2 (3.27)

h~aL - M -N -K21R(O 3.7

Therefore, the adaptive g algorithm is allowed to change the value for g within this stable

region.

When running a multichannel system, one must pay careful attention to the value

of g selected for each individual channel. If values chosen for each channel are very

similar in value, convergence is not guaranteed. Such a situation causes a race condition

in which one channel's convergence, when coupled through a mechanical system, causes

another channel's divergence. As the other channel reconverges, it causes the first to

diverge. If the convergence occurs at a constant rate for each channel, each channel will

oscillate between convergence and divergence, with the result that the system does not

globally converge for all of the channels. The value for g, is therefore selected as
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follows:

(3.28)
Al 2

where,

g± is based according to Equation (3.27)

1 <l1<_L.

3.7 Convergence of Combined Control Algorithm

The rate at which the algorithm converges is based heavily upon the value

calculated for g.. However, since the system must be identified first, the projection

algorithm is allowed to converge most rapidly. In order for convergence of the projection

algorithm, its convergence parameter is chosen such that it converges at a faster rate than

that of the LMS filter. Also, for the projection algorithm to identify the system, output

from the LMS filter is required as input to the projection algorithm. It is therefore

necessary to have two conditions. The first necessary condition is that several of the

LMS filter's leading coefficients are set initially to a constant value, in order that an

output signal is immediately produced. The second condition is that a ratio is established

for the projection algorithm convergence rate to that of the LMS filter convergence rate.

This ratio is denoted as J3 and is used to calculate a in equation (3.18). The convergence

parameter g is calculated for the LMS algorithm as follows:
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22 
(3.29)

C [L • M • N K 2]R=(O)

where C is a constant which provides a conservative value for ;.. The equivalent of the

convergence parameter for the projection algorithm is seen in the leading fraction of

equation (3.18). This leading fraction can be thought of as pj and represented as

a
p M O) (3.30)

a
(M+ 1)KRJO)

Defining a ratio of the projection algorithm convergence parameter to the LMS algori .im

convergence parameter leads to a representation for 03 as

SLP,MN,,[L MN K a C (331)
PLs 2(M+1)

Thus choosing a ratio for [ leads to a calculation for a in equation (3.18) as follows:

a[ 2 P (M+I) (3.32)
[L*.M .N .K] C



Chapter 4

THE EXPERIMENTAL APPARATUS

The results described in this thesis were produced by an actual system. This

system consisted of a mechanical system to which vibration control was applied, and an

electronic system to perform the adaptive control. A description of both systems is

presented in this chapter.

4.1 The Mechanical System

As mentioned in section 1.3, the mechanical system consisted of a rectangular

metal plate, mounted to a rigid foundation with springs located near each of its four

comers. Two plates were used in this thesis in order to study different effects of active

control. The dimensions of both plates were sixteen by twenty-four inches. The first

plate, made of aluminum, was one quarter of an inch thick, while the second plate, made

of steel, was one sixteenth of an inch thick. The springs used in this study were produced

by the Diamond Wire Spring Company and were rated at a spring constant of 15.8

pounds per inch. This gives an estimated lumped-mass resonance frequency of the

aluminum and steel plate systems at 5.75 Hz and 9.62 Hz, respectively. These were
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experimentally found to be approximately 9 Hz and 12 Hz, respectively.

Control for the plates was provided by four Wilcoxon Research F3 shakers. These

shakers can be modelled as a lumped spring-mass system in the frequency range of

interest, with the mass of each shaker rated at 0.7 lbs and a spring constant of about 87.9

lbs/inch. Each shaker is rated at 0.75 amps of continuous current, giving an acceptable

dynamic range to the electronic controller. The F3 shaker is rated at having a useable

frequency range from 30 to 40,000 Hz, with a resonance frequency at approximately 35

Hz. Low frequency response is slightly extended for the control system, due to the

multiple number of shakers. These specifications provide excellent ranges in this active

vibration control study.

The control shakers were attached near each of the comers of the plate, at a

distance of one and a half inches from each side. The springs, as well as the error

sensors, were attached three inches from each side, near each of the comers of the plate.

As mentioned in chapter 2 of this thesis, completely free boundary conditions were used

to solve for the resonance frequencies of the two plates used. In addition to the bending

mode frequencies, the corresponding lumped-mass frequencies and control shaker

resonance frequency must also be included in a broadband spectrum of the plate system.

Excitation to the plate was provided by a Wilcoxon Research F4 shaker, attached

to the center of the plate. This shaker was rigidly attached to the foundation, and

provided adequate force to excite the entire plate system. The F4 shaker is rated at

having a useable frequency range from 25 to 40,000 Hz with a resonance frequency at

30 Hz.
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4.2 The Electronic System

Adaptive control was achieved through the use of a Motorola DSP56000ADS

development microprocessor. The DSP56000 is a high-speed microprocessor, dedicated

to the use of digital signal processing. Its internal architecture allows the use of three

memory banks, two for data processing, and a third for programming code. Additional

features include parallel processing and a hardware DO loop feature which saves large

amounts of time when writing algorithms. Motorola marketed this processor through a

development system which included internal clocks and communication hardware,

allowing easy interface to a host computer. In the case of this thesis, the host computer

was an IBM AT and was used for software development, and monitoring of the stand-

alone DSP56000 system.

Input and output of electronic analog signals was achieved through the use of an

A/D D/A device, produced by the Ariel corporation. This product is the ADC56000

interface board, designed to directly interface with Motorola's DSP56000 development

board. The ADC56000 board provides two channels of 16-bit data acquisition and can

be "daisy-chained" with more ADC56000 boards to allow additional channels of

input/output. Three such boards were used in this controller to provide one channel of

input, four channels of error input, and four channels of control output This also

allowed one additional input, and two additional output channels, which proved effective

for identifying problems with the control system.

For the case of feedback control, a priori compensation filters were used. These
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filters were implemented through the use of stand-alone adaptive/fixed DSP56200 digital

filter chips, produced by Motorola. Interface to the DSP56000 processor was

accomplished through the 96-pin bus connector used by the Ariel ADC56000 boards.

These filters were used in both their adaptive and fixed modes when used for feedback

compensation of the system. These chips have several modes in which they can operate,

and are easily controlled through a control register, which was written to through software

commands.

Input to the electronic controller was provided by PCB piezoelectric

accelerometers. These accelerometers convert vibrations into electrical signals which

were then fed to the A/D converter boards of the control system. The particular model

chosen for this experiment was the PCB 303A1 1 accelerometer, due to its high resolution

and low mass. These accelerometers are accurate to 0.005 g, where one g corresponds

to 32.2 ft/i. * These accelerometers have an extremely flat frequency response from 10

to 10,000 Hz, and proved effective for measuring vibrations at the mounting points of the

plate system, as well as vibrations at other locations of the plate. Attachment to the plate

system was accomplished through the use of a convenient wax which is provided by PCB,

and produces excellent results for low-frequency measurements.

Additional electronic hardware included anti-aliasing filters, small signal

preamplifiers, charge amplifiers, and power amplifiers used to power the shakers.
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Although most of the equipment used was purchased, some components such as the anti-

aliasing filters and feedback control filters, were hand built. Algorithms for the control

system were written in DSP56000 assembly language, so as to minimize the amount of

code, and thus maximize the speed of the controller.



Chapter 5

EXPERIMENTAL RESULTS

Adaptive control has been studied considerably in theory and has recently been

applied to different experimental problems. Results obtained from such experiments

prove valuable as they can confirm theoretical predictions, and perhaps prove other

predictions incorrect. Adaptive real-time control was applied to the experimental

apparatus described in chapter 4 of this thesis, and provided informative results.

5.1 Effectiveness of 1- 2- and 4-Channel Control

The plate was mounted to springs at its four comers. The springs were mounted

to a rigid foundation, resulting in four transmission paths to the foundation. The intent

of this thesis was to minimize force transmission to the foundation. Since a rigid

foundation is assumed, this corresponds to minimizing the vibration at the mounting

locations. In order to achieve this vibration reduction, control actuators were attached

near each comer and corresponding error sensors were attached at the mounting points

of the springs. However, control was not applied to all of the corners in all cases. In

developing the control algorithm, steps were taken to observe problems associated with



47

multichannel control. The result was the development of 1-, 2- and 4-channel versions

of the control software. This allowed observation of both localized effects of adaptive

control of a coupled system, and global effects of the control.

Sinusoidal waveforms were used to drive the plate into bending modes, thus

creating vibrations with different phase relationships at the comers. Control was applied

to the corners, and several effects were noticed. For Figures 5.1, 5.2, and 5.3, the thick

aluminum plate was used and excited to its 3,1 mode at 170 Hz. Figure 5.1 shows the

spectra of each of the corners with 1-channel control applied to the first comer. Solid

lines indicate the spectra with control on and dashed lines indicate spectra with control

off. Figures 5.2 and 5.3 show the same effective reduction for 2- and 4-channel control,

respectively. The physical location was such that corners numbered 1 and 3 were

diagonally opposed, as were comers numbered 2 and 4. It should also be noted that for

calibration purposes, the vertical scales of the spectra are in dBV, meaning 20 times the

log of the root-mean-square (rms) amplitude in volts, referenced to 1 volt. The voltage

sensitivity of the accelerometers used was approximately 100 mVIg and the resolution of

the accelerometers was .005 g. Also, preamplifiers were used with a total gain of

approximately 39 dB.



48

LL I..

4)i

-~ '~ E

.00

IL IL

0

(AjPjgp 0 1) spqldwy (Aip/gp 0i) epnhidw
.jdw)



~49

E

LLL

E

LL U

C(AF/P 0 1) opnildwy C'0 (A~p/gp 0 L) epidwiy
M



50

E
0

iL

CC-)

c' (p/ip 0 ) orqlluiV(A'PJpOL,)eprujldwy V

E

L C
0)

C)~~~~~~~~~~~~ *Apfp01)orldI C Aplp0 , Rd



51

As seen in the previous figures, the localized effects of active control can be

observed. Such control was capable of reducing vibrations at the transmission paths by

approximately 70 dB, in some cases. Also, in order for all four transmission paths to be

attenuated, all four corners had to be actively controlled, and thus had certain drawbacks.

Since there are multiple adaptive processes running simultaneously, slower convergence

times must be expected. As seen in Figures 5.4, 5.5, and 5.6 convergence occurs at a

slower rate as the number of channels increases for 1-, 2- and 4-channel control,

respectively.

1.0

I0 _jo

-1.0
0 12

Time (seonds)

Figure 5.4: Convergence time of one-channel control
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Figure 5.5: Convergence time of two-channel control

It should be noted that the arrow located on the time axis represents the time the

algorithm began execution. The effects of such a study show that 2-channel control takes

approximately four times ,.. k-ng ^c converge when compared to 1-channel control, and

that 4-channel control takes approximately sixteen times as long to converge. Such

convergence times are an important issue to consider for a particular application.

All of the previous data was for a single sinusoid exciting a single mode. The

mode notation used in this thesis describes the m,n mode, where m-I corresponds to the

number of nodal lines in the x-direction, and n-I corresponds to the number of nodal lines

in the y-direction of the plate. In the previous data, the 3,1 mode was excited, producing

similar phase relationships along the opposite edges of the y-direction of the plate. If the
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Figure 5.6: Convergence time of four-channel control

1,3 mode was excited, similar phase would exist along the x-direction of the plate.

Realistic applications seldom consist of a single frequency excitation. Therefore, the

controller was tested for multiple frequency excitation. In this test, the aluminum plate

was simultaneously excited to its 3,1 mode and 1,3 mode at 170 Hz and 380 Hz,

respectively. In this case, the controller had to match the appropriate phase and

magnitude characteristics at multiple frequencies, and thus provided an excellent

experiment for testing the effects of multichannel control. In Figures 5.7 and 5.8, the

ability of the controller to attenuate 2 resonances simultaneously is shown. The comers

represented in these figures are the same points where 2-channel control was applied.

From this experiment it was seen that 4-channel control provided better attenuation than
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2-channel control at the same points. This demonstrated that the controller could more

effectively reduce multiple frequency vibrations when the number of control channels was

increased. This was not the case for the 3,1 mode excitation, which only involved a

single frequency.

5.2 Effectiveness of Feedback Compensation

The previous data was obtained using a reference signal derived from the noise

source directly. In many practical situations, it may be necessary to obtain this signal

from a measurement near a noise source driving point. Associated with this type of

experiment is the problem of feedback from the control sources to the input sensor, which

must be properly compensated for in order to maintain system stability.

This experiment was tested using a priori feedback compensation filters as

described in section 3.4 of this thesis. It should be noted that due to system limitations,

only 2-channel feedback compensation could be tested. Figure 5.9 shows the effective

reduction using feedback compensation. When compared to Figure 5.2, essentially

identical performance of the controller was observed showing that the a priori filters

accurately accounted for the feedback through the system.
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5.3 Effects on Modal Patterns

The previous sections of this chapter dealt with the localized effects of the control

at the transmission paths. The intent of this experiment was to minimize transmission to

the foundation by adaptive control, and as demonstrated, was effective in doing so. One

interesting effect that was also studied in this test was that of adaptive control on the

modal patterns of the vibrating plate. This study provides an interesting prelude to such

topics as ideal control actuator/sensor location, modal shifting, localized versus global

effects of vibration control, and simple boundary condition changes caused by inactive

control actuators.

In order to study the modal patmms, careful amplitude and phase measurements

were made with respect to the noise source driving point of the plate. This data was then

used in graphics generation software to provide the 3-dimensional and contour plots

presented in this section of the thesis. The first modal pattern observed was the 3,1 mode

of the thick aluminum plate. Figures 5.10 and 5.11 show the amplitudes of the vibrations

at 2-inch increments across the surface of the plate, in contour and 3-dimensional

reprrsentation, respectively. The contour and 3-dimensional plots are in dB, referenced

to the driving point, i.e. the center of the plate.



59

Is"

14-

@12 !

10-*I

4-4

2-

0 2 4 a S 10 1U 14 1s 1s 20 22 24

X-DIMENSION Clncheu)

Figure 5.10: Contour plot of 3,1 mode

1000.0 -DMESIN(Iehm

Fiur .11thxedm ioa ltof31md



60

From Figures 5.10 and 5.11 and the knowledge that the error sensors are located

at a distance of three inches from each corner, effective control is expected, due to the

fact that the error sensors are not physically near nodal lines. Adaptive control was

applied to this mode, and the results from this experiment are shown on the following

pages. Figures 5.12 and 5.13 show the amplitudes of vibrations for 2-channel control.

Since the error sensors imposed point constraints on the vibrating plate, when control was

activated, one can see the bending of the nodal lines towards the error sensors. The

effective reduction is shown in Figures 5.14 and 5.15. In the reduction plots, negative

values correspond to a reduction in vibration amplitude.

Similar results for 4-channel control are shown in Figures 5.16 through 5.19. In

this case, a more uniformly distributed reduction is shown. Also noticed, were the effects

of control near nodal lines. Such nodal lines were shown to have small amplitude

vibrations without control, and thus the controller was not able to provide much reduction

near these nodal lines. Hence the effect of 4-channel control is to greatly decrease the

displacement amplitudes near antinodes, but not greatly affect nodal lines, which are low

in amplitude to begin with.
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Another interesting experiment showed the effect of active control when error

sensors are located near nodal lines. To demonstrate this, the aluminum plate was excited

in its 1,3 mode at 380 Hz. The free vibrations of this mode are shown in Figures 5.20

and 5.21. When this mode was excited, two nodal lines appeared running lengthwise in

the X-direction of the plate. These nodal lines were spaced such that they intercepted the

location of the error sensors. This posed an interesting problem for the controller, as the

error sensors were already measuring a small amplitude vibration before the algorithm

was executed. When 2-channel control was applied, the modal pattern appeared to be

relatively unaffected. In fact, the reduction appeared to be almost uniform across the

entire surface of the plate, but not as locally effective as that in the 3,1 mode. Vibration

patterns and reduction plots can be seen in Figures 5.22 through 5.25. This shows that

in order for active control to be locally effective, and change the modal patterns

significantly, error sensors should be located near antinodes. For a more global

cancellation, error sensors may be located near nodes, with a lesser degree of performance

from the algorithm and thus less localized reduction, but a relatively unaffected modal

pattern.
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Previous modal analysis plots were obtained using the thick aluminum plate

described in earlier sections of this thesis. Due to the large mass of this plate, changes

in boundary conditions due to inactive control actuators did not significantly affect the

vibration patterns of the plate. When the thin, more flexible plate was used, interesting

effects were observed.

The first observation was that experimentally measured resonance frequencies did

not correspond with values predicted in chapter 2 of this thesis. Resonance frequencies

were measured at higher values than the frequencies predicted by Leissa's tables [33] for

a completely free plate, indicating that the additional mass of the shakers was not causing

simple mass loading of the plate. The inactive shakers were causing point constraints

near the corners, thereby significantly altering the mode shapes and shifting the resonance

frequencies of the lower order modes to higher frequencies. When the control actuators

were removed, resonance frequencies occurred near the predicted values. Values recorded

in Table 2.2 were measured with the shakers removed. Therefore, a shift in the lower

resonance frequencies had to be approximated in order to predict where resonance

frequencies would occur with the control actuators attached to the plate system. At higher

frequencies, more wavelengths are distributed across the plate, and therefore, the higher

resonance frequencies are affected to a lesser degree.

The thin plate was originally intended for observation of control on a system with

more modes in the frequency range of the controller. Also, due to a higher modal

overlap, coupling of modes was a topic that was experimented with. Such modal

coupling was observed when excitation of the 4,1 mode was attempted. As seen in Table
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2.2, the 4,1 and 1,3 modes were only separated by a predicted value of approximately 8.2

Hz. Figures 5.26 and 5.27 show the contribution of both the 1,3 and 4,1 modes on the

vibration pattern of the thin plate when the driving frequency was set at 60.5 Hz. The

modal measurements at this frequency were made with the shakers removed from the

comers.

The boundary condition effects due to the inactive control shakers did provide

some reduction in the displacement amplitude of vibrations measured near the comers.

Figures 5.28 and 5.29 show the vibration patterns of the thin plate at the 3,2 mode with

the shakers removed. Figures 5.30 and 5.31 show the same effective mode with the

shakers attached at the comers. As seen, the vibrations measured at the comers were

reduced, and thus made it difficult at times to determine the mode at which the plate was

vibrating. The corresponding resonance frequencies occurred at 47.5 Hz without the

shakers attached, and 112 Hz with the shakers attached. Thus, the resonance frequency

shift was 64.5 Hz, showing that it was no longer valid to assume completely free

boundary conditions.

Similar effects to that of the aluminum plate were noticed when control was

applied. Although the imposed constraints, due to the inactive control shakers, reduced

the amplitude of vibrations at the comers, the error sensors were still located near

antinodes, and thus the controller provided effective reduction. Figures 5.32 through 5.35

show the vibration patterns and corresponding reduction for 4-channel control. A change

in modal patterns was recognizable as the controller appeared to force the plate into a 3,3

mode with localized reduction at the comers.
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Similar modal shifting was apparent when 4-channel control of the effective 2,2

mode was attempted. In this experiment, the thin plate was excited to its effective 2,2

mode, and both 2- and 4-channel control were performed. For the case of 2-channel

control, localized reduction resulted, producing a line of reduced amplitude vibrations

intercepting both of the control actuators and error sensors. In the case of 4-channel

control, the plate appeared to be forced into an effective 3,3 mode with large reduction

across most of the surface of the plate. Figures 5.36 through 5.45 show the results of the

effective 2,2 mode of the thin plate.
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Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

The objective of this thesis was to study the effects of real-time multichannel

adaptive control when applied to reducing structural vibration of a distributed system.

The system chosen was a metal plate mounted to a rigid foundation with springs, with

adaptive control performed by a LMS-based control algorithm. Problems associated with

such multiple processes were discussed, and solutions to such problems were presented.

The problem of feedback instability was discussed and a solution arrived at through a

priori feedback compensation filters. The intent of this thesis was to provide an advanced

method of vibration control to apply to multiple transmission paths on a vibrating

structure.

In addition to canceling vibrations transmitted to a rigid foundation, global

vibration reduction was examined. Modal patterns of the plate system were observed, and

provided additional insight into areas such as: ideal actuator/sensor location, modal

shifting, and effects of inactive control shakers on boundary conditions.

When the system was assembled, the objective of the study was to reduce

vibrations at the transmission paths. Therefore, error sensors were located at the

transmission points and control actuators were located as near to the corners as possible.
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This provided excellent localized reduction when the modal patterns produced antinodes

at the error sensors. However, it was found that when error sensors were located near

nodal lines, a more uniform or global, but less effective, reduction was the result. This

indicates that when error sensors are located near antinodes, changes in modal patterns

result. However, when the error sensors intercept nodal lines, reduction, with little effect

on the vibrating modal pattern of the plate, will result.

The controller was shown to have a frequency range for which it was effective.

The highest frequency of this effective range corresponds to half of the sampling

frequency of the controller as given by the Nyquist criterion [41]. In the case of this

thesis, this upper frequency corresponded to 500 Hz due to hardware limitations. For

vibration control above this frequency, passive techniques exist and provide adequate

attenuation of such high frequency vibrations. Proper combinations of adaptive and

passive techiiques should therefore provide adequate attenuation throughout an entire

frequency range of interest. Such a system should therefore be effective in reducing

transmitted vibrations from a source, which contacts a foundation at multiple locations.

The adaptive control algorithm used in this study was complex, as described in

chapter 3. Observation of this algorithm provided an interesting area of study to be

further researched. The adaptive g algorithm was not used initially in this study, but did

provide better stability to the system. Also, equation (3.31) provides a means for

calculating a convergence parameter for the projection algorithm, based upon a ratio of

convergence of the projection algorithm to the convergence of the LMS filter. It was

found that this equation did not properly estimate a stable value for the projection
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algorithm's convergence parameter, and that a more conservative value had to be chosen.

This may be due to the fact that it was assumed, in equation (3.29), that the power of the

output signal of the LMS filter had the same power as that of the input signal to the LMS

filter. This may be true at the algorithm's execution time, if leading tap coefficients are

set to a large constant value, but may not hold as the algorithm is allowed to converge.

An extensive study into the area of simultaneous multiple adaptive processes may provide

a better means of predicting convergence parameters for such control situations.

The major limitation encountered in this thesis was hardware. A faster digital

signal processing board would have provided better results, as it would have allowed

over-sampling. In the development of the control software, over-sampling was shown to

provide faster convergence times, as it allowed the computer more calculations per unit

time when compared to simple Nyquist criterion sampling frequencies. As the number

of channels was increased to four, and the order of the filters was maintained, such over-

sampling frequencies could not be used as the algorithm calculation time exceeded the

sampling period. The speed of the signal processing board also became a limiting factor

in the case of feedback compensation. Due to the physical layout of the control system,

described in chapter 4, the data bus approached 3 feet in length. When the feedback

compensation filters, located at the end of this bus, were accessed by the processing chip,

data was occasionally misread, due to the high speed at which this bus was operating.

Additional hardware limitations included the control actuators and accelerometers. Due

to the limited dynamic range of both the shakers and accelerometers, excitation

amplitudes had to be kept at a relatively small value. If the linear range of these devices
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is exceeded, the control algorithm approaches instability and thus causes the system to

diverge.

Hardware also imposed limitations on the effectiveness of the controller. Due to

the dispersive medium of the plate, phase speed through the structure increases as the

frequency increases. Therefore, there is a cutoff frequency at which the time required to

calculate and actuate the control shakers surpasses the propagation time through the plate

system. This occurred at a relatively low frequency, indicating that the controller was not

suitable for the control of wideband random excitation signals. Algorithms with reduced

convergence times could prove effective in increasing the performance of the controller.

A study by Hodgkiss [42] showed that algorithms such as the Lattice Adaptive Filter

converge more rapidly than that of the LMS, but are more computationally complex.

Additional recommendations for continued research in the area of adaptive

vibration control include a method of unobtrusively measuring vibrations for error signals

to the algorithm, two-dimensional Fourier transforms of wave numbers, and ideal

locations for error sensors and control actuators.

An unobtrusive error sensor, such as a laser interferometer, would allow the error

sensor to be moved without changing the boundary conditions of the system. Such a

system would allow one to observe the performance of the controller as a function of

changes in error sensor location, and changes in the surface area of the error sensor.

Additional features include an easy way to determine modal analysis for the vibrating

structure.

A two-dimensional spatial Fourier transform of the modal analysis data would
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allow one to determine the contribution of various modes. This would be extremely

effective in the case of the thin plate used in this thesis, because it was difficult to

determine which modes the plate was vibrating in when control acti-ators were attached

to the system. From such a study, the optimal location of shakers and error sensors could

be more easily determined, to achieve both global and localized reduction effectively.

Although the applications of adaptive control are still relatively new, important

progress has been made. This study demonstrates promising results, as well as current

limitations of technology, when applied to a problem such as vibration control. The

problem addressed in this study constitutes a realistic situation in which a distributed

system contacts a foundation at multiple locations. Adaptive vibration control provides

effective reduction of transmitted vibrations in this experiment, and holds promising

results for low-frequency structural vibration control.
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